






Joint Statement 

Security in a Cloud Computing Environment

INTRODUCTION

The Federal Financial Institutions Examination Council (FFIEC) on behalf of its members1 is issuing 
this statement to address the use of cloud computing2 services and security risk management principles 
in the financial services sector. Financial institution management should engage in effective risk 
management for the safe and sound use of cloud computing services. Security breaches involving cloud 
computing services highlight the importance of sound security controls and management’s 
understanding of the shared responsibilities between cloud service providers and their financial 
institution clients. 
 
This statement does not contain new regulatory expectations; rather, this statement highlights examples 
of risk management practices for a financial institution’s safe and sound use of cloud computing services 
and safeguards to protect customers’ sensitive information from risks that pose potential consumer harm. 
Management should refer to the appropriate FFIEC member guidance referenced in the “Additional 
Resources” section of this statement for information regarding supervisory perspectives on effective 
information technology (IT) risk management practices. This statement also contains references to other 
resources, including the National Institute of Standards and Technology (NIST), National Security 
Agency (NSA), Department of Homeland Security (DHS), International Organization for 
Standardization (ISO), Center for Internet Security (CIS), and other industry organizations (e.g., Cloud 
Security Alliance). 
 
BACKGROUND 
 
Due diligence and sound risk management practices over cloud service provider relationships help 
management verify that effective security, operations, and resiliency controls are in place and consistent 
with the financial institution’s internal standards. Management should not assume that effective security 
and resilience controls exist simply because the technology systems are operating in a cloud computing 

 
1 The FFIEC comprises the principals of: the Board of Governors of the Federal Reserve System, Bureau of Consumer 
Financial Protection, Federal Deposit Insurance Corporation, National Credit Union Administration, Office of the 
Comptroller of the Currency, and State Liaison Committee.  
2 NIST SP 800-145, The NIST Definition of Cloud Computing: Recommendations of the National Institute of Standards and 
Technology, defines cloud computing as a model for enabling ubiquitous, convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly 
provisioned and released with minimal management effort or third-party service provider interaction.  
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environment. The contractual agreement between the financial institution and the cloud service provider 
should define the service level expectations and control responsibilities for both the financial institution 
and provider. Management may determine that there is a need for controls in addition to those a cloud 
service provider contractually offers to maintain security consistent with the financial institution’s 
standards.  
 
Ongoing oversight and monitoring of a financial institution’s cloud service providers are important to 
gain assurance that cloud computing services are being managed consistent with contractual 
requirements, and in a safe and sound manner. This oversight and monitoring can include evaluating 
independent assurance reviews (e.g., audits, penetration tests, and vulnerability assessments), and 
evaluating corrective actions to confirm that any adverse findings are appropriately addressed. Risk 
management expectations for the management of relationships involving third parties (such as third-
party cloud computing services) are outlined in FFIEC members’ respective guidance and the 
Information Security Standards.3  
 
Cloud computing environments are enabled by virtualization4 technologies, which allow cloud service 
providers to segregate and isolate multiple clients on a common set of physical or virtual hardware. 
Financial institutions use private cloud computing environments,5 public cloud computing 
environments,6 or a hybrid of the two. NIST generally defines three cloud service models.7 For each 
service model, there are typically differing shared responsibilities between the financial institution and 
the cloud service provider for implementing and managing controls. These models and the typical 
responsibilities include:  
 

 Software as a Service (SaaS) is similar to traditional outsourcing in which the software 
applications (applications) operate on the provider’s cloud infrastructure. In this model, financial 
institution management does not typically manage, maintain, or control the underlying cloud 
infrastructure or individual application capabilities. The financial institution is responsible for 
user-specific application configuration settings, user access and identity management, and risk 
management of the relationship with the cloud service provider. The cloud service provider is 
responsible for any changes to and maintenance of the applications and infrastructure.  
 

 Platform as a Service (PaaS) is a model in which a financial institution deploys internally 
developed or acquired applications using programming languages, libraries, services, and tools 
supported by the cloud service provider. These applications reside on the provider’s platforms 

                                                      
3 A financial institution’s overall information security program must also address the specific information security 
requirements applicable to “customer information” set forth in the “Interagency Guidelines Establishing Information Security 
Standards” implementing section 501(b) of the Gramm–Leach–Bliley Act and section 216 of the Fair and Accurate Credit 
Transactions Act of 2003. See 12 CFR 30, appendix B (OCC); 12 CFR part 208, appendix D-2, and 12 CFR part 225, 
appendix F (FRB); 12 CFR 364, appendix B (FDIC); and 12 CFR 748, appendix A (NCUA) (collectively referenced in this 
statement as the “Information Security Standards”). 
4 The NIST Glossary defines virtualization as the simulation of the software and/or hardware upon which other software runs. 
5 The NIST Glossary defines private cloud computing as “The cloud infrastructure is provisioned for exclusive use by a 
single organization comprising multiple consumers (e.g., business units). It may be owned, managed, and operated by the 
organization, a third party, or some combination of them, and it may exist on or off premises.” 
6 The NIST Glossary defines public cloud computing as “The cloud infrastructure is provisioned for open use by the general 
public. It may be owned, managed, and operated by a business, academic, or government organization, or some combination 
of them. It exists on the premises of the cloud provider.” 
7 NIST SP 800-145, The NIST Definition of Cloud Computing. 
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and cloud infrastructure. PaaS models necessitate similar risk management as the SaaS model. 
However, management is also responsible for appropriate provisioning and configuration of 
cloud platform resources and implementing and managing controls over the development, 
deployment, and administration of applications residing on the provider’s cloud platforms. The 
cloud service provider is responsible for the underlying infrastructure and platforms (including 
network, servers, operating systems, or storage). 

 
 Infrastructure as a Service (IaaS) is a model in which a financial institution deploys and 

operates system software, including operating systems, and applications on the provider’s cloud 
infrastructure. Like PaaS, the financial institution is responsible for the appropriate provisioning 
and configuration of cloud platform resources and implementing and managing controls over 
operations, applications, operating systems, data, and data storage. Management may need to 
design the financial institution’s systems to work with the cloud service provider’s resilience and 
recovery process. Also, as in the other models, the financial institution is responsible for risk 
management of the relationship with the cloud service provider. The cloud service provider is 
responsible for controls related to managing the physical data center. For example, the cloud 
service provider updates and maintains the hardware, network infrastructure, environmental 
controls (e.g., heating, cooling, and fire and flood protection), power, physical security, and data 
communications connections. Additionally, cloud service providers are typically responsible for 
managing the hypervisor(s).8  

 
These examples describe typical shared responsibilities for the different service models; however, the 
specific services and responsibilities will be unique to each service deployment and implementation. 
Regardless of the environment or service model used, the financial institution retains overall 
responsibility for the safety and soundness of cloud services and the protection of sensitive customer 
information.9 
 
RISKS  
 
In cloud computing environments, financial institutions may outsource the management of different 
controls over information assets and operations to the cloud service provider. Careful review of the 
contract between the financial institution and the cloud service provider along with an understanding of 
the potential risks is important in management’s understanding of the financial institution’s 
responsibilities for implementing appropriate controls. Management’s failure to understand the division 
of responsibilities for assessing and implementing appropriate controls over operations may result in 
increased risk of operational failures or security breaches. Processes should be in place to identify, 
measure, monitor, and control the risks associated with cloud computing. Failure to implement an 
effective risk management process for cloud computing commensurate with the level of risk and 
complexity of the financial institution’s operations residing in a cloud computing environment may 
be an unsafe or unsound practice and result in potential consumer harm by placing customer-sensitive 
information at risk.  

                                                      
8 NIST defines a hypervisor as the virtualization component that manages the guest operating systems (OSs) on a host and 
controls the flow of instructions between the guest OSs and the physical hardware. A function of the hypervisor is to 
logically separate virtual machines from each other in the virtual network. 
9 See the Information Security Standards:12 CFR 30, appendix B (OCC); 12 CFR part 208, appendix D-2, and 12 CFR part 
225, appendix F (FRB); 12 CFR 364, appendix B (FDIC); and 12 CFR 748, appendix A (NCUA). 
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RISK MANAGEMENT 
 
Examples of relevant risk management practices for assessing risks related to and implementing controls 
for cloud computing services include: 
 
Governance 
 

 Strategies for using cloud computing services as part of the financial institution’s IT 
strategic plan and architecture. The financial institution’s plans for the use of cloud computing 
services should align with its overall IT strategy, architecture, and risk appetite. This includes 
determining the appropriate level of governance, the types of systems and information assets 
considered for cloud computing environments, the impact on the financial institution’s 
architecture and operations model, and management’s comfort with its dependence on and its 
ability to monitor the cloud service provider.  

 
Cloud Security Management 

 
 Appropriate due diligence and ongoing oversight and monitoring of cloud service 

providers’ security. As with all other third-party relationships, security-related risks should be 
identified during planning, due diligence, and the selection of the cloud service provider. 
Management should implement appropriate risk management and control processes to mitigate 
identified risks once an agreement is in place. The process for risk identification and controls 
effectiveness may include testing or auditing, if possible, of security controls with the cloud 
service provider; however, some cloud service providers may seek to limit a financial 
institution’s ability to perform their own security assessment due to potential performance 
impacts. Management can leverage independent audit results from available reports (e.g., system 
and organizational control10 (SOC) reports). Additionally, management can use the security tools 
and configuration management capabilities provided as part of the cloud services to monitor 
security. While risks associated with cloud computing environments are typically similar to 
traditional outsourcing arrangements, there are often key security considerations and controls 
that are unique to cloud computing environments.  
 

 Contractual responsibilities, capabilities, and restrictions for the financial institution and 
cloud service provider. Contracts between the financial institution and cloud service provider 
should be drafted to clearly define which party has responsibilities for configuration and 
management of system access rights, configuration capabilities, and deployment of services and 
information assets to a cloud computing environment, among other things. When defining 
responsibilities, management should consider management of encryption keys, security 
monitoring, vulnerability scanning, system updates, patch management, independent audit 
requirements, as well as monitoring and oversight of these activities and define responsibility for 
these activities in the contract. Management should also consider operational resilience 
capabilities, incident response obligations, notification or approval requirements for the use of 
subcontractors (i.e., fourth parties), data ownership, expectations for removal and return of data 

                                                      
10 Developed by the AICPA, system and organization controls (SOC) reviews refer to the audits of system-level controls of a 
third-party service provider. 
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at contract termination, and restrictions on the geographic locations where the financial 
institution’s data may reside. 

 
 Inventory process for systems and information assets residing in the cloud computing 

environment. An effective inventory process for the use of cloud computing environments is an 
essential component for secure configuration management, vulnerability management, and 
monitoring of controls. Processes to select and approve systems and information assets that are 
placed in a cloud computing environment should be established to ensure that risks are 
appropriately considered. An inventory management process to track systems and information 
assets residing in the cloud computing environment, including virtual machines, application 
programming interfaces, firewalls, and network devices can allow management to better manage 
and safeguard information assets. 
 

 Security configuration, provisioning, logging, and monitoring. Misconfiguration of cloud 
resources is a prevalent cloud vulnerability and can be exploited to access cloud data and 
services.11 System vulnerabilities can arise due to the failure to properly configure security tools 
within cloud computing systems. Financial institutions can use their own tools, leverage those 
provided by cloud service providers, or use tools from industry organizations to securely 
configure systems, provision access, and log and monitor the financial institution’s systems and 
information assets residing in the cloud computing environment. Cloud computing may involve 
different security control configurations and processes than those employed in more traditional 
network architectures. Regardless of the configurations, tools, and monitoring systems 
employed, a key consideration is the regular testing of the effectiveness of those controls to 
verify that they are operating as expected. Management can use available audit or assurance 
reports to validate that testing is performed. Management may consider leveraging cloud 
computing standards and frameworks from industry standard-setting organizations to assist in 
designing a secure cloud computing environment while considering risk.12  
 

 Identity and access management and network controls. Common practices for identity and 
access management for resources using cloud computing infrastructures include limiting account 
privileges, implementing multifactor authentication, frequently updating and reviewing account 
access, monitoring activity, and requiring privileged users to have separate usernames and 
passwords for each segment of the cloud service provider’s and financial institution’s networks. 
Default access credentials should be changed, and management should be aware of the risk of 
overprovisioning access credentials. Access to cloud tools for provisioning and developing 
systems, which may contain sensitive or critical bank-owned data should be limited. Examples of 
network controls include virtual private networks, web application firewalls, and intrusion 
detection systems. Management should consider implementing tools designed to detect security 
misconfigurations for identity and access management and network controls.  
 

 Security controls for sensitive data. Controls (e.g., encryption, data tokenization,13 and other 

                                                      
11 In the National Security Agency’s “Mitigating Cloud Vulnerabilities,” the report notes that misconfigurations of cloud 
resources include policy mistakes, a misunderstanding of responsibility and inappropriate security controls. 
12 For example, refer to NIST’s Framework for Improving Critical Infrastructure Cybersecurity, February 12, 2014.  
13 Data tokenization refers to the practice of substituting sensitive data with a random value, or token that is associated with 
the sensitive data. 
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data loss prevention tools) to safeguard sensitive data limit a malicious actor’s ability to exploit 
data during a breach. When using data encryption controls in a cloud computing environment, 
management should consider defining processes for encryption key management between the 
financial institution and the cloud service provider. Many cloud service providers offer cloud-
based key management services, which allows integration with other cloud-based services. 
However, cloud-based key management services may allow administrators from a cloud service 
provider to access encrypted information. For this reason, management may elect to use the 
financial institution’s own encryption and key management services. The trade-off is that non-
cloud-based encryption should be built into the application to work properly and application-
based encryption may impede automated controls offered by cloud service providers. Common 
methods to manage encryption in cloud computing environments include the use of hardware 
security modules,14 virtual encryption tools, cloud-based security tools, or a combination of 
these.  

 
 Information security awareness and training programs. Training promotes the ability of staff 

to effectively implement and monitor necessary controls in the cloud computing environment. A 
wide range of resources are generally available to management, including information and 
training obtained from external, independent organizations on the use of cloud technologies. 
Management may also consider using product-specific training provided by cloud service 
providers to educate staff on product-specific security tools. 

 
Change Management 

 
 Change management and software development life cycle processes. Change management 

controls are important for effectively transitioning systems and information assets to a cloud 
computing environment. Management may augment existing change management processes and 
the software development life cycle (SDLC), as applicable, for cloud computing environments.  
 

 Microservice15 architecture. Though not unique to cloud application development, cloud 
implementation often uses microservices to develop applications with smaller, lighter-weight 
code bases that facilitate faster, more agile application development. However, there are security, 
reliability, and latency issues with microservices, and having multiple microservices can increase 
the financial institution’s attack surface.16 Management should evaluate implementation options 
that meet the institution’s security requirements. 

 
Resilience and Recovery 
 

 Business resilience and recovery capabilities. Operations moved to cloud computing 
environments should have resilience and recovery capabilities commensurate with the risk of the 
service or operation for the financial institution. Management should review and assess the 
resilience capabilities and service options available from the cloud service provider. There may 

                                                      
14 A hardware security module is a physical computing device that implements security functions, including cryptographic 
algorithms and key generation.  
15 NIST Glossary defines a microservice as a set of containers that work together to compose an application. 
16 NIST Special Publication 800-204 Security Strategies for Microservices-based Application Systems provides additional 
technical details for financial institutions considering the use of microservices. 
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be several configurations available, and management should determine which options best meet 
the institution’s resilience and recovery requirements. Resilience and recovery capabilities are 
not necessarily included in cloud service offerings; therefore, the contract should outline the 
resilience and recovery capabilities required by the institution. Based on the cloud service model 
used, management should evaluate and determine how cloud-based operations affect both the 
business continuity plan and recovery testing plans. As with other operations, management 
should regularly update business continuity plans to reflect changes to configurations and 
operations and regularly test and validate resilience and recovery capabilities. Testing may need 
to be conducted jointly with the provider depending on the service model being used. 
 

 Incident response capabilities. The financial institution’s incident response plan should take 
into account cloud-specific challenges due to ownership and governance of technology assets 
owned or managed by the cloud service provider. The contract should define responsibilities for 
incident reporting, communication, and forensics. Cloud usage presents unique forensic issues 
related to jurisdiction, multi-tenancy, and reliance on the cloud service provider for a variety of 
forensic activities. Additionally, the service level agreement should identify specific activities for 
incident response and identify the cloud service provider’s responsibilities in the event of an 
incident. When responding to an incident, management should recognize shared responsibilities 
and corresponding duties. Often, cloud service providers offer a variety of monitoring and 
alerting tools that can be leveraged by a financial institution and integrated into its incident 
response plans.  

 
Audit and Controls Assessment 
 
 Regular testing of financial institution controls for critical systems. Processes should be in 

place for regular audit and testing of security controls and configurations commensurate with the 
risk of the operations supported by the cloud service. These processes can include the audit and 
testing of the financial institution’s security configurations and settings, access management 
controls, and security monitoring programs.  
 

 Oversight and monitoring of cloud service provider-managed controls. Management should 
evaluate and monitor the cloud service provider’s technical, administrative, and physical security 
controls that support the financial institution’s systems and information assets that reside in the 
cloud environment. Oversight and monitoring activities include requesting, receiving, and 
reviewing security and activity reports from the cloud service provider; reports of compliance 
with service level agreements; product validation reports; and reports of independent assurance 
reviews (e.g., audits, penetration tests, and vulnerability assessments) performed on the cloud 
computing services. Other considerations may include personnel controls (e.g., background 
checks and security awareness training) for staff that supports the financial institution’s 
operations or has access to financial institution data. Management may test the cloud service 
provider’s controls if permitted by the contract. Where there is a limited ability to directly 
monitor or test the security controls managed by the cloud service provider, management may 
obtain SOC reports, other independent audit reports, or ISO certification reports to gain 
assurance that the controls are implemented and operating effectively. Management should 
understand the scope of independent assurance testing to determine whether the scope is 
comprehensive and the reports contain sufficient information for management to evaluate the 
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cloud computing services.  
 

 Controls unique to cloud computing services. While many of the controls outlined in this 
statement also apply to more traditional network architectures, there are controls unique to the 
architectures of cloud computing services. Examples of such controls include:  
 

o Management of the virtual infrastructure. The ability to create secure virtual 
infrastructures is managed through cloud security tools, such as the hypervisor, and 
should be closely controlled by the cloud service provider. The cloud service provider 
should be able to provide assurance that it has appropriate controls over the hypervisor, 
or other virtual infrastructure controls, to manage the cloud services being provided to the 
financial institution. For example, management should consider verifying whether cloud 
service providers scan their hypervisor code for vulnerabilities and monitor system logs. 
This can be accomplished by management or through reviews of available third-party 
assurance reports. 

o Use of containers17 in cloud computing environments.18 The advantages of using 
containers in a cloud-computing environment include portability and less memory 
utilization compared to using separate virtual machines (VMs). However, “[w]hile 
containers provide a strong degree of isolation, they do not offer as clear and concrete of 
a security boundary as a VM. Because containers share the same kernel and can be run 
with varying capabilities and privileges on a host, the degree of segmentation between 
them is far less than that provided to VMs by a hypervisor.”19 Therefore, when using 
containers, management should consider: 

 Storing data outside of the container, so that data do not have to be re-created 
when updating and replacing containers.  

 Verifying that configurations prevent containers from unintentionally interacting.  
 Securing containers from applications within them.  
 Securing the host from containers and vice versa.  
 Monitoring containers for vulnerabilities and updating or replacing containers 

when appropriate. 
Additionally, traditional security controls, such as firewalls and intrusion detection 
systems, may not be effective because containers may obscure activities; therefore, 
container-specific security solutions should be implemented.  

o Use of managed security services for cloud computing environments. Financial 
institutions may choose to leverage available security tools and services to assist with 
managing and monitoring security for cloud computing services. Common tools and 
services include use of cloud access security broker (CASB)20 tools. For more 
information on managed security service providers, refer to “Outsourcing Technology 

                                                      
17 NIST Glossary defines containers as a method for packaging and securely running an application within a virtualized 
environment. NIST SP 800-190 Application Container Security Guide states “The term is meant as an analogy to shipping 
containers, which provide a standardized way of grouping disparate contents together while isolating them from each other.” 
18 NIST Special Publication 800-190 Application Container Security Guide provides additional technical details for financial 
institutions considering the use of containers. 
19 NIST SP 800-190 Application Container Security Guide. 
20 Cloud access security brokers are generally products or services that monitor activity between cloud service users and 
cloud applications and can typically be used to enforce security policies, alert for anomalous activity or monitor performance.  
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Services – Appendix D” of the FFIEC IT Examination Handbook. 
o Consideration of interoperability21 and portability22 of data and services. When 

selecting or designing and building cloud computing services, management may consider 
interoperability and portability in the design of those services or application providers.  
A financial institution's interoperability and portability strategy will depend on the 
institution’s risk appetite and the contracted service model (e.g., SaaS, PaaS, or IaaS) 
employed. Management may consider these capabilities as part of the initial contracting 
and design of cloud computing services.  

o Data destruction or sanitization. Institutions should be aware of the processes that the 
cloud service provider uses for data destruction. The service level agreement should 
outline that adequate measures are taken to ensure data destruction is done in a manner 
that would prevent unauthorized disclosure of information. 
  

ADDITIONAL RESOURCES 
 
The risk management considerations outlined in this statement provide a summary of key controls that 
management may consider as part of assessing and implementing cloud computing services. However, 
specific risk management and controls will be dependent on the nature of the outsourced services and 
the specifics of the cloud implementation. Additional information on general third-party risk 
management and outsourcing practices is available in the FFIEC Information Technology Examination 
Handbook’s “Outsourcing Technology Services” booklet and other documents published by FFIEC 
members. 
 
There are also many industry-recognized standards and resources that can assist financial institutions 
with managing cloud computing services. Examples of these include NIST, the Center for Internet 
Security’s Critical Security Controls, and the Cloud Security Alliance. Management may research and 
consider consulting industry-recognized standards and resources when developing and implementing 
security controls in a cloud computing environment.  
 
 
  

                                                      
21 NIST 500-291, version 2: NIST Cloud Computing Standards Roadmap defines interoperability as the capability of data to 
be processed by different services on different cloud systems through common specifications.  
22 NIST 500-291, version 2: NIST Cloud Computing Standards Roadmap defined portability the ability for data to be moved 
from one cloud system to another or for applications to be ported and run on different cloud systems at an acceptable cost. 

HFSC_CFPB_042220_000009



 

Page 10 of 11 

REFERENCES 
 
U.S. Government Resources  
 
FFIEC 
 
FFIEC Information Technology Examination Handbook 
 
FFIEC “Outsourced Cloud Computing” (July 10, 2012)  
 
National Institute of Standards and Technology 
 
NIST 800-144: Guidelines on Security and Privacy in Public Cloud Computing 
 
NIST 800-145: The NIST Definition of Cloud Computing 
 
NIST 800-146: Cloud Computing Synopsis and Recommendations  
 
NIST 800-125: Guide to Security for Full Virtualization Technologies 
 
NIST 800-125A Rev.1: Security Recommendations for Server-based Hypervisor Platforms 
 
NIST Special Publication 800-125B: Secure Virtual Network Configuration for Virtual Machine (VM) 
Protection 
 
NIST Special Publication 800-190: Application Container Security Guide 
 
National Security Agency 
 
Mitigating Cloud Vulnerabilities  
 
Department of Homeland Security CISA 
 
Microsoft Office 365 Office Security Observations  
 
Cloud Security Guidance  
 
The Basics of Cloud Computing  
 
General Services Administration 
 
Federal Risk and Authorization Management Program (FedRAMP)  
 
Industry Resources 
 
Center for Internet Security (CIS) Controls v.7 (Control 7)  

HFSC_CFPB_042220_000010



 

Page 11 of 11 

 
Cloud Security Alliance  
 
Institute of Electrical and Electronics Engineers (IEEE) Cloud Computing Standards  
 
International Organization for Standardization (ISO)  
 
OWASP 
 
 

HFSC_CFPB_042220_000011



1  

 
Number Date Organization 
COO-T&I-01-2020 April 20, 2020 CFPB 

 

Teleconference Participation Directive (TPD) 
I. Overview 
Federal law1 mandates that all Federal data be safeguarded from unauthorized disclosure in any 
form. The Bureau employs a varied methodology to ensure CFPB data is protected across all 
technology platforms and services offered to its users. As these platforms and services become 
increasingly virtual, the Bureau has established  policies,  controls,  and procedures to ensure data 
is protected in these virtual environments. 
This directive applies to all Bureau employees and contractors  who have access to Bureau data 
and who are responsible for protecting Bureau information and information systems. All 
information received by the Bureau is assigned a sensitivity level  (Public,  Low, Medium,  or 
High). The sensitivity level can be based on a number of factors, but is primarily determined by: 

 The authority under which the information was received 
 Legal restrictions related to the information 
 Any contractual restrictions, such as memoranda of understanding (MOUs), non- 

disclosure agreements, contracts, etc. 

Individuals who violate this directive are subject to penalties that can be imposed under existing 
policy2 and regulations. 

 
II. Purpose 
This directive establishes uniform guidance on CFPB user conduct when participating in 
teleconferences or virtual meetings hosted through CFPB platforms (e.g., CFPB Skype, CFPB 
Teams, CFPB Office 365, CFPB WebEx), or originated by third parties on platforms not 
authorized by CFPB (e.g., Zoom, GoToMeeting, etc.). 

This directive supplements the Acceptable Use Policy (AUP)3 and other CFPB policies that 
define appropriate use of CFPB technology assets, including the CFPB Information Sensitivity 
Leveling Standard, which defines important rules, guidelines, and expectations around the 
storage, access, use, and disclosure of information. 

 Presence and sensitivity of Personally Identifiable Information (PII) or Direct Identifiers, 
or level of re-identification risk 

 The commercial sensitivity of the information 
 
 

1 Refer to Section 5 for complete list of legal authorities 
2 Includes, but not limited to, disciplinary actions defined in the Bureau Disciplinary and Adverse Action Policy 
3 Reference Acceptable Use Policy 
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 Whether the information is available to the general public 
 Bureau policy considerations arising from the content of the information4 

 
III. Definitions 

 definitions of Public, 
Low, Medium, and High sensitivity data5 

 
IV. Directive 
The Teleconference Participation Directive (TPD) establishes uniform guidance on CFPB user 
conduct when participating in virtual meetings originated through CFPB platforms (e.g., CFPB 
Skype, CFPB Office 365,  and CFPB WebEx)  or by third parties.  The Bureau may supplement 
the TPD with additional policy, directives, guidelines, and procedures, as appropriate. This TPD 
and any related implementing documents shall be reviewed and updated as needed to maintain 
relevance and alignment to federal policy and doctrine.6 

 
1. Use of Third-Party-Originated Teleconferences/Virtual Meeting Applications 

CFPB users are permitted to join virtual meetings originated by third-paries and external 
applications, however, these channels shall be treated as insecure and no Medium or High 
Sensitivity data shall be transmitted, received, or displayed. When Medium or High data 
needs to be transmitted, received, or displayed, users shall use CFPB-hosted tools to 
conduct the teleconferences/virtual meetings  with external parties,  or CFPB users may 
use a U.S. Federal Agency’s platform that has been approved through FedRAMP at a 
Moderate level or above, as confirmed by Cybersecurity. If the FedRAMP status is 
unknown or unconfirmed, then the channel should be treated as insecure until confirmed. 

 
2. Information Sharing in Teleconferences/Virtual  Meetings  with  External Parties 

CFPB users shall not disclose Medium or High Sensitivity information regardless of 
information classification. This includes sharing information orally, on a display, via 
screen share, attaching documents, through meeting requests/calendar invites, or any 
other form of information sharing. 

 
3. Screen Sharing 

CFPB users shall not share desktop(s), transfer user control, or view/modify data with 
external users on third-party originated teleconferences/virtual meetings outside  the 
Bureau firewall whom have not obtained proper Bureau-user background adjudication or 
credentials in compliance with federal and Bureau security and privacy requirements. 

 
4For more details on Controlled Unclassified Information, see Executive Order 13556 available at 
http://www.whitehouse.gov/thepress-office/2010/11/04/executive-order-controlled-unclassified-information 

 
For additional information on Cybersecurity, including policies, processes, standards, and templates, visit 
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Executive Summary, 2019-IT-C-015, October 31, 2019 

2019 Audit of the Bureau’s Information Security Program 

Findings 
Since our review last year, the Bureau of Consumer Financial Protection 
(Bureau) has matured its information security program. Specifically, we found 
that the Bureau’s information security program is operating effectively at a 
level-4 (managed and measurable) maturity. For instance, the Bureau’s 
information security continuous monitoring process is effective, with the 
agency enhancing the functionality of its security information and event-
monitoring tool. Further, the Bureau’s incident response process is similarly 
effective, with the agency using multiple tools to detect and analyze incidents 
and track performance metrics.  

We identified opportunities for the Bureau to strengthen its information 
security program in Federal Information Security Modernization Act of 2014 
(FISMA) domains across all five Cybersecurity Framework security functions—
identify, protect, detect, respond, and recover—to ensure that its program 
remains effective. Specifically, as we noted last year, the agency can 
strengthen its enterprise risk management program by defining a risk appetite 
statement and associated risk tolerance levels. Further, the Bureau has not 
identified its high-value assets and determined what governance and security 
program changes may be needed to effectively manage security for those 
assets. Additionally, we identified improvements needed in the 
implementation of the Bureau’s security assessment and authorization 
processes to manage security risks prior to deploying Bureau systems. We 
also identified improvements needed in database security, timely remediation 
of vulnerabilities, and patching of mobile phone operating systems.  

Finally, the Bureau has taken sufficient action to close 3 of the 
10 recommendations from our prior FISMA audits that remained open at the 
start of this audit. The closed recommendations relate to data protection and 
privacy, incident response, and contingency planning. We are leaving open 
7 recommendations in the areas of risk management, configuration 
management, and identity and access management. We will continue to 
monitor the Bureau’s progress in these areas as part of future FISMA reviews.  

Recommendations 
This report includes 7 new recommendations designed to strengthen the 
Bureau’s information security program in the areas of risk management, 
identity and access management, data protection and privacy, incident 
response, and contingency planning. In its response to a draft of our report, 
the Bureau concurs with our recommendations and outlines actions that have 
been or will be taken to address them. We will continue to monitor the 
Bureau’s progress in addressing these recommendations as part of future 
audits. 

Purpose 
To meet our annual FISMA 
reporting responsibilities, we 
reviewed the information 
security program and practices 
of the Bureau. Our specific 
audit objectives, based on the 
legislation’s requirements, were 
to evaluate the effectiveness of 
the Bureau’s (1) security 
controls and techniques for 
select information systems and 
(2) information security 
policies, procedures, and 
practices. 

Background 
FISMA requires each Inspector 
General to conduct an annual 
independent evaluation of its 
agency’s information security 
program, practices, and 
controls for select systems.  
U.S. Department of Homeland 
Security guidance for FISMA 
reporting directs Inspectors 
General to evaluate the 
maturity level (from a low of 1 
to a high of 5) of their agencies’ 
information security programs 
across several areas. The 
guidance notes that level 4 
(managed and measurable) 
represents an effective level of 
security. 
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Recommendations, 2019-IT-C-015, October 31, 2019 

2019 Audit of the Bureau’s Information Security Program 

Number  Recommendation  Responsible office  

1 Determine which components of an HVA program are applicable to the Bureau 
and ensure the implementation of a governance structure and HVA-specific 
baselines and planning activities, as appropriate. 

Office of the Chief Operating 
Officer, Office of the Chief 
Data Officer, and Office of 
Technology and Innovation 

2 Ensure that established SA&A processes are performed prior to the 
deployment of all cloud systems used by the Bureau. 

Office of Technology and 
Innovation 

3 Ensure that user-access agreements are consistently utilized to approve and 
maintain access to Bureau systems for nonprivileged users. 

Office of Technology and 
Innovation 

4 Conduct a comprehensive, risk-based review to determine the optimal 
resources and process for prioritizing the review and adjudication of 
background investigations.  

Office of Administrative 
Operations 

5 Perform a risk assessment to determine 
a. the optimal deployment of the Bureau’s technology for monitoring 

and controlling data exfiltration to all network access points. 
b. appropriate access to internet storage sites. 

Office of Technology and 
Innovation 

6 Ensure that data captured in security and privacy incident processes and 
tickets are accurate, consistent, and of high quality. 

Office of Technology and 
Innovation and Office of the 
Chief Data Officer  

7 Ensure that system-level BIAs are conducted, as appropriate, and that the 
results are incorporated into contingency planning strategies and processes. 

Office of Technology and 
Innovation 

  

HFSC_CFPB_042220_000017



   

2019-IT-C-015 4 of 51 

MEMORANDUM 
DATE: October 31, 2019 
 
TO: Distribution List 
 
FROM: Peter Sheridan  

Associate Inspector General for Information Technology 
 

SUBJECT: OIG Report 2019-IT-C-015: 2019 Audit of the Bureau’s Information Security Program 
 
We have completed our report on the subject audit. We performed this audit pursuant to requirements 
in the Federal Information Security Modernization Act of 2014 (FISMA), which requires each agency 
Inspector General to conduct an annual independent evaluation of the effectiveness of their agency’s 
information security program and practices. As part of our work, we analyzed key FISMA-related data and 
conducted technical testing; the detailed results of that testing will be transmitted under a separate, 
restricted cover. In addition, we will use the results of this audit to respond to specific questions in the 
U.S. Department of Homeland Security’s FY 2019 Inspector General Federal Information Security 
Modernization Act of 2014 (FISMA) Reporting Metrics. 

We provided you with a draft of our report for review and comment. In your response, you concur with 
our recommendations and outline actions that have been or will be taken to address our 
recommendations. We have included your response as appendix B to our report.  

We appreciate the cooperation that we received from Bureau personnel during our review. Please 
contact me if you would like to discuss this report or any related issues.  

cc: Tiina Rodrigue 
Tannaz Haddadi  
Marianne Roth 
Kirsten Sutton 
Elizabeth Reilly 

 Dana James 
Lauren Hassouni 
Carlos Villa 
 

Distribution: 
Katherine Sickbert, Acting Chief Information Officer  
Kate Fulton, Chief Operating Officer 
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Martin Michalosky, Chief Administrative Officer 
Ren Essene, Chief Data Officer 
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Introduction 

Objectives  
Our audit objectives, based on the requirements of the Federal Information Security Modernization Act 
of 2014 (FISMA), were to evaluate the effectiveness of the Bureau of Consumer Financial Protection’s 
(Bureau) (1) security controls and techniques for select information systems and (2) information security 
policies, procedures, and practices. Our scope and methodology are detailed in appendix A.  

Background 
FISMA requires agencies to develop, document, and implement an agencywide security program for the 
information and the information systems that support the operations and assets of the agency, including 
those provided by another agency, a contractor, or another source.1 FISMA also requires that each 
Inspector General (IG) perform an annual independent evaluation to determine the effectiveness of the 
information security program and practices of its respective agency, including testing the effectiveness of 
information security policies, procedures, and practices for select systems. 

To support independent evaluation requirements, the U.S. Department of Homeland Security (DHS) 
publishes FISMA reporting metrics for IGs to respond to on an annual basis. The FY 2019 Inspector 
General Federal Information Security Modernization Act of 2014 (FISMA) Reporting Metrics directs IGs to 
evaluate the effectiveness of agency information security programs across a variety of attributes grouped 
into eight security domains.2 These domains align with the five security functions defined by the National 
Institute of Standards and Technology’s (NIST) Framework for Improving Critical Infrastructure 
Cybersecurity (table 1).3  

  

                                                      
1 Federal Information Security Modernization Act of 2014, Pub. L. No. 113-283, 128 Stat. 3073 (2014) (codified at 44 U.S.C. 
§§ 3551–3558). 

2 U.S. Department of Homeland Security, FY 2019 Inspector General Federal Information Security Modernization Act of 2014 
(FISMA) Reporting Metrics, Version 1.3, April 9, 2019. 

3 The NIST Cybersecurity Framework provides agencies with a common structure for identifying and managing cybersecurity risks 
across the enterprise. 
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Table 1. Cybersecurity Framework Security Functions, Objectives, and Associated FISMA IG Reporting 
Domains 

Security function Security function objective Associated FISMA IG reporting domain 

Identify Develop an organizational understanding to 
manage cybersecurity risk to agency assets 

Risk management 

Protect Implement safeguards to ensure delivery of 
critical infrastructure services as well as 
prevent, limit, or contain the impact of a 
cybersecurity event 

Configuration management, identity 
and access management, data 
protection and privacy, and security 
training 

Detect Implement activities to identify the occurrence 
of cybersecurity events  

Information security continuous 
monitoring  

Respond Implement processes to take action regarding a 
detected cybersecurity event  

Incident response 

Recover Implement plans for resilience to restore any 
capabilities impaired by a cybersecurity event 

Contingency planning 

Source. U.S. Department of Homeland Security, FY 2019 Inspector General Federal Information Security Modernization Act of 
2014 (FISMA) Reporting Metrics. 

 
As noted in DHS’s IG FISMA reporting metrics, one of the goals of the annual IG FISMA evaluation is to 
assess agencies’ progress toward achieving outcomes that strengthen federal cybersecurity, including 
implementation of the administration’s priorities. Two of these priorities are agency progress in 
implementing high-value asset (HVA) programs and supply chain management security best practices. 
Specifically, Office of Management and Budget (OMB) Memorandum M-19-03, Strengthening the 
Cybersecurity of Federal Agencies by Enhancing the High Value Asset Program, requires all federal 
agencies to establish an HVA governance structure and take a strategic, enterprisewide view of cyber 
risks to HVAs.4 Additionally, the Strengthening and Enhancing Cyber-capabilities by Utilizing Risk Exposure 
Technology Act of 2018 (SECURE Technology Act) was passed to, in part, strengthen federal acquisition 
supply chain security.5 As such, the IG FISMA reporting metrics have been updated to gauge the 
effectiveness of an agency’s HVA program as well as its preparedness for addressing the SECURE 
Technology Act, while recognizing that specific guidance on supply chain risk management will be issued 
later. 

                                                      
4 OMB Memorandum M-19-03 notes that agencies may designate federal information or information systems as HVAs when 
(1) the information or information system that processes or stores the information is of high value, (2) the agency that owns the 
HVA cannot accomplish its primary mission-essential function within expected time frames without the information or 
information system, or (3) the information or information system serves a critical function in maintaining the security and 
resilience of the federal enterprise. 

5 Strengthening and Enhancing Cyber-capabilities by Utilizing Risk Exposure Technology Act, Pub. L. No. 115-390, 128 Stat. 3073 
(2018) (codified at 44 U.S.C. §§ 3553–3554). 
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FISMA Maturity Model  
FISMA requires that IGs assess the effectiveness of information security controls that support the 
operations and assets of their respective agency. To that end, the Council of the Inspectors General on 
Integrity and Efficiency, in coordination with OMB, DHS, and other key stakeholders, developed a 
maturity model intended to better address and report on the effectiveness of an agency’s information 
security program. The purpose of the maturity model is to (1) summarize the status of agencies’ 
information security programs and their maturity on a five-level scale; (2) provide transparency to agency 
Chief Information Officers (CIOs), top management officials, and other interested readers of IG FISMA 
reports regarding what has been accomplished and what still needs to be implemented to improve the 
information security program; and (3) help ensure that annual FISMA reviews are consistent across IGs.  

The five levels of the IG FISMA maturity model are  

1. ad hoc 

2. defined 

3. consistently implemented 

4. managed and measurable 

5. optimized  

The foundational levels (1–3) of the model are geared toward the development and implementation of 
policies and procedures, and the advanced levels (4–5) capture the extent to which agencies 
institutionalize those policies and procedures (figure 1). The maturity levels of each of the security 
domains will dictate the overall maturity of an organization’s information security program. As noted in 
the IG FISMA reporting metrics, level 4 (managed and measurable) represents an effective level of 
security.6 This is the third year that all FISMA security domains will be assessed using a maturity model. 
Details on the scoring methodology for the maturity model can be found in appendix A. 

  

                                                      
6 NIST Special Publication 800-53, Revision 4, Security and Privacy of Controls for Federal Information Systems and Organizations, 
defines security control effectiveness as the extent to which the controls are implemented correctly, operating as intended, and 
producing the desired outcome with respect to meeting the security requirements for the information system in its operational 
environment or enforcing or mediating established security policies. 
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Analysis of the Bureau’s Progress in 
Implementing Key FISMA Information 
Security Program Requirements 

The Bureau’s overall information security program is operating effectively at a level-4 (managed and 
measurable) maturity (figure 2).7 For instance, within the identify function, the Bureau strengthened its 
hardware asset management program by employing automation to track the life cycle of its hardware 
assets. Although the agency has strengthened its information security program since our 2018 FISMA 
review, it has further opportunities to ensure that the program is effective across specific FISMA domains 
in all five NIST Cybersecurity Framework security functions: identify, protect, detect, respond, and recover. 
Our report includes 7 recommendations in these areas as well as several items for management’s 
consideration.  

Figure 2. Maturity of the Bureau’s Information Security Program 

Source. OIG analysis. 

                                                      
7 To determine the maturity of the Bureau’s information security program, we used the scoring methodology outlined in the IG 
FISMA reporting metrics. Appendix A provides additional details on the scoring methodology. 
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Identify 
The objective of the identify function in the Cybersecurity Framework is to develop an organizational 
understanding of how to manage cybersecurity risks to agency systems, assets, data, and capabilities.  
The Cybersecurity Framework highlights risk management processes that organizations can implement to 
inform and prioritize decisions. Examples of the areas in this security function, as outlined in the IG FISMA 
reporting metrics, that we assessed include the Bureau’s processes for enterprise risk management 
(ERM), securing HVAs, developing and implementing an enterprise architecture, asset management, and 
using plans of action and milestones to manage the remediation of security weaknesses. 

Risk Management 
FISMA requires federal agencies to provide information security protections commensurate with their risk 
environment and to ensure that information security management processes are integrated with 
strategic, operational, and budgetary planning processes. Risk management refers to the program and 
supporting processes used to manage risk to organizational operations, assets, and individuals and is a 
holistic activity that affects every aspect of the organization. Risk management is further emphasized in 
OMB Memorandum M-17-25, Reporting Guidance for Executive Order on Strengthening the Cybersecurity 
of Federal Networks and Critical Infrastructure, which states that an effective ERM program promotes a 
common understanding for recognizing and describing potential risks that can affect an agency’s mission. 
Such risks can include cybersecurity,8 strategic, market, legal, and reputational.  

The relationships between cybersecurity risk management and ERM are further outlined in NIST Special 
Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System 
View (SP 800-39), which notes that effective risk management involves integration of activities at the 
enterprise, mission and business process, and information system levels. As depicted in figure 3, the risk 
management process is to be carried out across these three tiers with the overall objective of continuous 
improvement in the organization’s risk-related activities and effective communication among all 
stakeholders having a shared interest in the success of the organization.  

 

                                                      
8 According to Executive Order, Presidential Executive Order on Strengthening the Cybersecurity of Federal Networks and Critical 
Infrastructure, cybersecurity risk management refers to the full range of activities undertaken to protect information technology 
and data from unauthorized access and other cyber threats, to maintain awareness of cyber threats, to detect anomalies and 
incidents adversely affecting IT and data, and to mitigate the impact of, respond to, and recover from incidents. 
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evaluate options and develop an agencywide insider threat program that includes (1) a strategy to raise 
organizational awareness; (2) an optimal organizational structure; and (3) integration of incident response 
capabilities, such as ongoing activities around data loss prevention.11 This year, the Bureau developed an 
Insider Threat Program Communications Plan that defines various components of an insider threat 
program, including communication channels and roles and responsibilities. However, we found that the 
Bureau has not fully implemented its data loss prevention tool across the enterprise. As such, we are 
leaving our 2016 recommendation open and will continue to monitor the Bureau’s efforts in this area as 
part of our future FISMA reviews. 

In addition, in our 2017 FISMA audit report, we recommended that the Chief Risk Officer continue to 
work with divisions across the Bureau to ensure that a risk appetite statement and associated risk 
tolerance levels are defined and used to develop and maintain an agencywide risk profile.12 This year, we 
found that the Bureau has updated its risk profile and conducted an agencywide security and privacy risk 
assessment. However, the Bureau has not approved a risk appetite statement and finalized tolerance 
levels. As such, we are leaving this recommendation open and will continue to monitor the Bureau’s 
efforts in this area as part of our future FISMA reviews. 

Opportunities for Improvement 
We identified several opportunities to strengthen the agency’s risk management program at the 
organization level (tier 1), mission and business process level (tier 2), and information system level 
(tier 3). We believe that strengthening these areas will allow the Bureau to improve its risk management 
program.  

Organization Level (Tier 1) 
One key output of tier 1 is the development of an ERM program to address the full spectrum of the 
agency’s risks and provide the overall context in which risk management decisions are made across the 
organization. As noted above, the Bureau is still working to define its risk appetite statement and 
tolerance levels as part of its ERM implementation. Completion of the risk appetite statement and 
tolerance levels will affect risk-based decisionmaking at other tiers. Further, we noted that the Office of 
Technology and Innovation is using an automated tool to track system-level risk management activities. 
However, from an organizationwide perspective, the Bureau has not determined how it will use 
technology, such as a governance, risk management, and compliance tool, at the organizational level to 
provide a centralized, enterprisewide view of risks. As mentioned in our 2017 and 2018 FISMA reports, 
we realize that the implementation of such technologies depends on the Bureau fully implementing its 
ERM management strategy and related components. Further, such tools are offered through DHS’s 
Continuous Diagnostics and Mitigation (CDM) program. As further detailed in the information security 
continuous monitoring (ISCM) section of our report, the Bureau is working with DHS to determine which 
components of the CDM program it will implement. As part of this effort, we believe that the Bureau 
should determine whether there are tools offered through CDM that will meet the agency’s needs in this 
area. Because the Bureau’s CDM implementation is in progress, we are not making a recommendation in 

                                                      
11 Office of Inspector General, 2016 Audit of the CFPB’s Information Security Program, OIG Report 2016-IT-C-012, November 10, 
2016. 

12 Office of Inspector General, 2017 Audit of the CFPB’s Information Security Program, OIG Report 2017-IT-C-019, October 31, 
2017. 
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this area. We will continue to monitor the Bureau’s efforts to use technology to strengthen its ERM 
program. 

Mission and Business Process Level (Tier 2) 
As noted earlier, a key activity in tier 2 is developing and implementing an HVA program for the 
information and information systems that are deemed the most critical and high impact to agency and 
federal government operations. Specifically, OMB Memorandum 19-03 requires agencies to take a 
number of steps to protect their HVAs against evolving cyber threats. These steps are outlined in table 2 
and collectively represent the components of an HVA program.  

Table 2. Key HVA Program Requirements 

Requirement Description 

Establish enterprise HVA 
governance 

Designate an HVA governance structure to incorporate HVA activities 
into broader agency activities, such as ERM, contracting processes, and 
contingency planning. 

Improve the designation of HVAs Identify and designate federal information or a federal information 
system as an HVA based on information value, support of mission-
essential functions, and support of a critical function in maintaining the 
security and resilience of the federal civilian enterprise. 

Implement data-driven 
prioritization 

Allocate appropriate resources and ensure the effective protection of 
HVAs through collaboration and data-driven prioritization.  

Increase the trustworthiness of 
HVAs 

Implement systems security engineering principles for all HVAs to 
include security and privacy requirements. 

Protect the privacy of HVAs Ensure that privacy documentation and materials are maintained for 
HVAs that create, process, use, store, maintain, disseminate, disclose, 
or dispose of personally identifiable information. 

Source. OIG analysis of OMB Memorandum M-19-03, Strengthening the Cybersecurity of Federal Agencies by Enhancing the High 
Value Asset Program, December 10, 2018.  
 
The Bureau has not established a formal HVA program and properly identified its HVAs, in accordance 
with federal guidance. Specifically, the Bureau initially classified all of its information systems as HVAs. We 
did not find evidence, however, that the Bureau arrived at this determination by using DHS and OMB 
guidance or by performing a formal assessment to identify its HVAs. Office of Technology and Innovation 
officials stated that they are in the process of performing a comprehensive assessment to determine the 
agency’s HVAs and anticipate completing this effort by the end of the third quarter of 2019. We believe 
that by properly identifying its HVAs and establishing an overall HVA program, as appropriate, the Bureau 
will have greater assurance that its key systems and data are adequately protected. 
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Information Systems Level (Tier 3) 
A key step in tier 3 is the selection, implementation, assessment, authorization, and ongoing monitoring 
of allocated security controls for all of the organization’s information systems, including HVAs. With 
respect to HVAs, OMB Memorandum M-19-03 requires that agencies implement the system security 
engineering principles outlined in NIST Special Publication 800-160, Systems Security Engineering: 
Considerations for a Multidisciplinary Approach in the Engineering of Trustworthy Secure Systems, and 
ensure that security and privacy requirements for all HVAs reflect these principles. In addition, DHS has 
issued guidance that provides additional specifications for protections applied to HVAs.13 This guidance 
notes that the additional HVA control specifications are intended to be applied after an agency has 
selected and applied either the high or moderate security baselines for all information systems specified 
by NIST. We found that while the Bureau has developed control baselines for its information systems in 
accordance with NIST guidance, the agency has not defined additional security controls and 
enhancements that will apply to its HVAs. We believe that as the Bureau defines its HVA program, it 
should ensure that any additional security controls and enhancements beyond those that apply to all 
Bureau systems are identified, defined, and communicated. 

Further, we identified improvements needed in the implementation of the Bureau’s security assessment 
and authorization (SA&A) process. Specifically, we found that the agency deployed two of three cloud-
based systems that we sampled without completing a comprehensive system security plan, conducting an 
agency-specific risk and security controls assessment, or granting an authorization to operate (ATO). 
Bureau officials attributed this issue to an overreliance on vendors and internal oversight. Further, once 
we notified the Bureau of these issues, agency officials took immediate steps to ensure that SA&A 
activities were initiated. As a result of these weaknesses, there is increased risk that cloud-based systems 
in use do not meet the Bureau’s information security requirements. For example, as noted in the identity 
and access management section of our report, we found weaknesses in the Bureau’s management of 
user-access forms for one of the cloud-based systems that had not gone through the agency’s SA&A 
process. We believe that this issue may have been flagged if the Bureau’s SA&A process had been 
followed prior to system deployment. 

The Bureau’s Information Security Program Policy notes that the agency uses the foundational process of 
SA&A to document and manage the security posture of new and existing systems, including cloud 
systems, and their operating environments. Table 3 outlines key components of the Bureau’s SA&A 
processes as they relate to system security planning, risk and security controls assessment, and ATO. 

  

                                                      
13 U.S. Department of Homeland Security, High Value Asset Control Overlay, Version 1.0, November 2017. 
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Table 3. Key Activities Supporting the Bureau’s SA&A Process  

Activity Requirement and description 

System security planning The system security plan specifies the security requirements applicable 
to the system and the protection mechanisms implemented to meet 
those requirements. System owners are required to develop a system 
security plan for each major information system.  

Risk and security control 
assessment 

The Bureau has developed a formalized process to assess the risks 
associated with the operation of agency information systems. As part 
of this process, a security controls assessment is required to determine 
whether selected security controls are implemented correctly, operate 
as intended, and are effective in achieving security objectives. The 
mitigation of weaknesses that are discovered through this process is 
managed through a plan of action and milestones. 

ATO An ATO is the official management decision given by a senior 
organizational official to authorize operation of an information system 
and to explicitly accept the risk to organizational operations. All new 
Bureau systems, including cloud systems, are required to be granted 
an ATO prior to being operated in a production environment. 

Source. OIG analysis of the Bureau’s information security program and risk management process. 

 
In our 2019 report, The Bureau Can Improve the Effectiveness of Its Life Cycle Processes for FedRAMP, we 
identified a similar issue with respect to a cloud system approved by the Federal Risk and Authorization 
Management Program (FedRAMP) and used by the Bureau.14 Specifically, we found that the Bureau did 
not ensure that its SA&A process was followed for a FedRAMP-approved cloud system used by the agency 
to support its call center operations prior to its deployment.15 We recommended that the CIO ensure that 
established SA&A processes are (1) performed prior to the deployment of all FedRAMP-approved cloud 
systems used by the Bureau and (2) used to make an agency-specific authorization decision for the 
system that is in production and noted in our report. The issues we identified in the current report are for 
Bureau-used cloud systems that are not provided through FedRAMP, and, as such, we are making a 
recommendation for the Bureau to strengthen its SA&A processes for all cloud systems. We believe that 
by ensuring that SA&A activities are completed prior to onboarding cloud systems, the Bureau will have 
greater assurance that controls are effectively implemented to protect sensitive agency information. 

                                                      
14 FedRAMP was established in December 2011. One of the goals of FedRAMP is to provide a cost-effective, risk-based approach 
to the adoption and use of cloud service by federal agencies. The Bureau uses several FedRAMP-approved cloud systems. 

15 Office of Inspector General, The Bureau Can Improve the Effectiveness of Its Life Cycle Processes for FedRAMP, OIG Report 
2019-IT-C-009, July 17, 2019. 
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Recommendations 
We recommend that the Chief Operating Officer, the Chief Data Officer, and the CIO 

1. Determine which components of an HVA program are applicable to the Bureau and ensure the 
implementation of a governance structure and HVA-specific baselines and planning activities, as 
appropriate.  

We recommend that the CIO 

2. Ensure that established SA&A processes are performed prior to the deployment of all cloud 
systems used by the Bureau. 

Management Response 
The Acting CIO concurs with these recommendations. The Acting CIO notes that the Bureau will review 
how an HVA program may apply to the agency to ensure that resulting governance processes incorporate 
related activities, such as identification of HVA and applicable controls or processes, into ERM. Further, 
the Acting CIO notes that, moving forward, all Bureau systems will undergo the SA&A processes before 
being deployed for production use. 

OIG Comment 
We believe that the actions described by the Bureau are responsive to our recommendations. We plan to 
follow up on the Bureau’s actions to ensure that the recommendations are fully addressed. 

Protect 
The objective of the protect function in the Cybersecurity Framework is to develop and implement 
safeguards to secure information systems. This function supports the ability to prevent, limit, or contain 
the impact of a cybersecurity event through applicable configuration management, identity and access 
management, data protection and privacy, and security training processes. Table 4 summarizes the 
security domains that are included in this security function and the associated assessment areas, as 
outlined in the IG FISMA reporting metrics, that we assessed.  
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Table 4. Protect Function Security Domains and Selected Components 

Security domains  Examples of components assessed by IGs 

Configuration management Configuration management plans, configuration settings, flaw 
remediation, and change control 

Identity and access management  Identity credential and access management strategy, access 
agreements, and background investigations  

Data protection and privacy  Security controls for exfiltration, privacy security controls, and 
privacy awareness training 

Security training Assessment of knowledge, skills, and abilities; security 
awareness; and specialized security training 

Source. U.S. Department of Homeland Security, FY 2019 Inspector General Federal Information Security Modernization Act of 
2014 (FISMA) Reporting Metrics. 

Configuration Management 
FISMA requires agencies to develop an information security program that includes policies and 
procedures that ensure compliance with minimally acceptable system configuration requirements. 
Configuration management refers to a collection of activities focused on establishing and maintaining the 
integrity of products and information systems through the control of processes for initializing, changing, 
and monitoring their configurations. NIST Special Publication 800-128, Guide for Security-Focused 
Configuration Management of Information Systems, recommends integrating information security into 
configuration management processes. Security-focused configuration management of information 
systems involves a set of activities that can be organized into four major phases: (1) planning, 
(2) identifying and implementing configurations, (3) controlling configuration changes, and (4) monitoring 
(figure 5). 
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2014 recommendation open and will continue to follow up on the Bureau’s efforts in this area as a part of 
future FISMA reviews. 

In addition, our 2018 FISMA report includes a recommendation for the CIO to strengthen configuration 
management processes by (1) remediating configuration-related vulnerabilities in a timely manner and 
(2) ensuring that optimal resources are allocated to perform vulnerability remediation activities.19 We 
continue to find that the Bureau is not timely remediating numerous critical or high-risk vulnerabilities in 
agency systems that it has identified through its own vulnerability scanning.20 Further, our operating 
system–level vulnerability scanning identified a number of critical or high-risk vulnerabilities that had 
previously been identified by the Bureau’s internal vulnerability scans several months earlier.21 The 
Bureau’s Information Security Standards (CS-S-01) requires that critical, high, moderate, and low 
vulnerabilities be remediated timely, and that for critical vulnerabilities, remediation be performed within 
30 days. Bureau officials continue to note that the key cause for the delays in mitigating technical 
vulnerabilities is a lack of resources. 

While the Bureau took steps to strengthen security controls in this area during our review, we believe 
that an overall process to ensure timely remediation of security vulnerabilities could better protect 
Bureau systems and data from compromise. As such, we are leaving our 2018 recommendation open and 
will monitor the Bureau’s efforts in this area as part of our future FISMA reviews. 

Finally, our 2018 FISMA report includes a recommendation for the CIO to develop and implement a 
process to ensure the timely application of patches and security updates for Bureau-issued mobile 
phones.22 We continue to identify Bureau mobile devices that do not have current operating system 
patches applied. Bureau officials stated that by the end of 2019, the agency would update its policy to 
require that agency-issued mobile phones have the latest operating system and deploy a new tool to 
enforce the application of current patches for mobile phone operating systems. As such, we are leaving 
this recommendation open and will continue to follow up on the Bureau’s efforts in this area as a part of 
future FISMA reviews.  

                                                      
19 Office of Inspector General, 2018 Audit of the Bureau’s Information Security Program, OIG Report 2018-IT-C-018, October 31, 
2018.  

20 While the Bureau has not implemented a database-level vulnerability scanning process or tool, the agency regularly performs 
vulnerability scans of its network and operating systems.  

21 The Bureau provided us with special authorized access to the network and administrative credentials to perform operating 
system–level scanning within its internal network.  

22 Office of Inspector General, 2018 Audit of the Bureau’s Information Security Program, OIG Report 2018-IT-C-018, October 31, 
2018.  
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Further, we sampled 20 nonprivileged users for a select Bureau cloud system and found that user-access 
agreements were not completed for any of the users. For these users, rules-of-behavior forms were 
completed instead; however, these forms do not contain supervisory approval of the need for access. The 
Bureau’s access controls policies require nonprivileged users to have authorized access to the information 
system based on valid access authorization and intended system usage. Further, as referenced in the risk 
management section of this report, this issue occurred for the same cloud system that had not gone 
through the Bureau’s SA&A process prior to being implemented in a production environment. We believe 
that completion of user-access agreements prior to provisioning access to systems will provide the 
Bureau with greater assurance that only individuals with a business need have access to agency systems. 
Our report includes a new recommendation in this area. 

Additionally, as we have previously reported, the Bureau has not fully implemented multifactor 
authentication for logical access to its information systems. In our 2017 FISMA audit report, we found 
that the Bureau had enabled the option for both privileged and nonprivileged users to use their personal 
identity verification (PIV) cards to access their computers when at the Bureau; however, it was not a 
requirement.25 We recommended that the CIO develop and implement a tiered approach for 
implementing multifactor authentication that considers system risk levels and user roles and uses lessons 
learned to inform broader adoption.  

This year, we found that the Bureau implemented several technical solutions that in totality did not fully 
meet federal requirements for multifactor authentication. Specifically, DHS guidance requires users to 
authenticate to an agency’s network using a two-factor PIV credential or other Identity Assurance Level 
3/Authenticator Assurance Level 3 credential. NIST Special Publication 800-63, Digital Identity Guidelines, 
notes that in order to authenticate at Authenticator Assurance Level 3, possession and control of two 
distinct factors are required. The technical solutions implemented by the Bureau did not meet these 
requirements. Bureau officials explained that, as they continue to move toward a cloud-only 
infrastructure, they plan to incorporate a hybrid approach to ICAM and are evaluating various initiatives 
for multifactor authentication in such an environment. As such, we are leaving our 2017 FISMA audit 
recommendation in this area open and will continue to follow up on the Bureau’s efforts as a part of our 
future FISMA audits. 

Finally, we found that the Bureau is not reviewing and adjudicating background investigation results 
received from the Office of Personnel Management (OPM) in a timely manner. Specifically, we identified 
3 of a sample of 37 Bureau employees and contractors who had completed background investigations by 
OPM but had not received a review and adjudication by the Bureau in approximately 5 months. This 
included Bureau personnel with elevated access to systems with sensitive data.26 Further, Bureau officials 
informed us that overall they have a backlog of approximately 300 background investigations completed 
by OPM for which they need to perform adjudication. Approximately 35 percent of these are for new 

                                                      
25 Office of Inspector General, 2017 Audit of the CFPB’s Information Security Program, OIG Report 2017-IT-C-019, October 31, 
2017. 

26 In accordance with the Bureau’s personnel security policy, employees and contractors are provided access to agency systems 
after the completion of a fingerprint check. 
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employees or contractors, while the remaining 65 percent are for re-investigations of current employees 
and contractors.27  

The Bureau’s Personnel Security Policy requires that all personnel are assigned risk designations, 
appropriately screened prior to being granted system access, and rescreened. The adjudication and final 
clearance determinations are the final stage of the process to determine whether an individual is deemed 
eligible for access. The Bureau cited resource constraints as a contributing factor for not adjudicating 
completed background investigations in a timely manner. We believe that the recent lifting of the 
agency’s hiring freeze may also affect the timely adjudication of background investigations moving 
forward. We believe that timely adjudication of the completed background investigations from OPM 
could yield additional information necessary to determine a person’s eligibility to access Bureau systems. 
Further, timely adjudication of background investigations could help mitigate risks from insider threats.  

Recommendations 
We recommend that the CIO  

3. Ensure that user-access agreements are consistently utilized to approve and maintain access to 
Bureau systems for nonprivileged users. 

We recommend that the Chief Administrative Officer  

4. Conduct a comprehensive, risk-based review to determine the optimal resources and process for 
prioritizing the review and adjudication of background investigations. 

Management Response 
The Acting CIO concurs with these recommendations. The Acting CIO notes that the Bureau plans to 
evaluate and leverage potential automated solutions to improve the tracking of all user-access requests 
and authorizations to Bureau systems. Further, the Acting CIO notes that the Bureau is currently 
undergoing an internal program review to determine the optimal allocation of resources, as well as 
defining a prioritization process for the review and adjudication of background investigations. 

OIG Comment  
We believe that the actions described by the Bureau are responsive to our recommendations. We plan to 
follow up on the Bureau’s actions to ensure that the recommendations are fully addressed.  

Data Protection and Privacy  
Data protection and privacy refers to a collection of activities focused on the security objective of 
confidentiality, preserving authorized restrictions on information access, and disclosure to protect 
personal privacy and proprietary information. The need for addressing this objective is great, with 
agencies reporting over 31,000 security incidents to DHS in fiscal year 2018, including web-based attacks, 

                                                      
27 Our audit scope did not include verification of the job functions for these individuals. 
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phishing attacks, and loss or theft of computing equipment.28 In today’s digital world, effectively 
managing the risk to individuals associated with the creation, collection, use, processing, storage, 
maintenance, dissemination, disclosure, and disposal of their personally identifiable information (PII) 

increasingly depends on the safeguards employed for the information systems that process, store, and 
transmit the information. As such, OMB Circular A-130, Managing Information as a Strategic Resource, 
requires federal agencies to develop, implement, and maintain agencywide privacy programs that, where 
PII is involved, play a key role in information security and implementing the NIST Risk Management 
Framework.29 While the head of each federal agency remains ultimately responsible for ensuring that 
privacy interests are protected and for managing PII responsibly within their respective agency, Executive 
Order 13719, Establishment of the Federal Privacy Council, requires agency heads to designate a senior 
agency official for privacy who has agencywide responsibility and accountability for the agency’s privacy 
program.  

NIST Special Publication 800-122, Guide to Protecting the Confidentiality of Personally Identifiable 
Information (SP 800-122), notes the importance of the identification of all PII residing in the organization 
or under the control of a third party on behalf of the organization. Further, SP 800-122 recommends 
measures to protect PII and other sensitive information, including operational safeguards (for example, 
policies, procedures, and awareness training), privacy-specific safeguards (for example, minimizing the 
use, collection, and retention of PII), and security controls (for example, access control to PII, media 
sanitization, and the protection of data at rest or in transit).  

To meet its mission of regulating the offerings and provisions of consumer financial products and services 
under federal consumer financial laws,30 the Bureau collects a significant amount of sensitive PII. This 
information includes consumer financial data on credit card accounts, mortgage loans, arbitration case 
records, automotive sales, credit scores, private student loans, and storefront payday loans.  

                                                      
28 U.S. Government Accountability Office, Federal Information Security: Agencies and OMB Need to Strengthen Policies and 
Practices, GAO-19-545, July 2019. 

29 NIST has developed a risk management framework to provide a structured and flexible process for managing security and 
privacy risk for federal information and information systems that includes security categorization, control selection, 
implementation and assessment, authorization, and continuous monitoring. NIST SP 800-37 Revision 2, Risk Management 
Framework for Information Systems and Organizations, describes the Risk Management Framework and provides guidelines for 
applying it to information systems and organizations. 

30 12 U.S.C. §§ 5491(a).  
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not yet been completed. As such, we are leaving these two recommendations open and will continue to 
follow up on the Bureau’s efforts as a part of future audits.32 

Further, we identified improvements needed in the Bureau’s data exfiltration controls to better ensure 
the protection of sensitive agency data. Specifically, we found that a technology being used by the Bureau 
to monitor and control data exfiltration was not consistently implemented across the Bureau’s IT 
environment. For instance, this technology was not blocking access to known internet storage sites and 
was not deployed across all of the Bureau’s network.33 The Bureau’s Information Security Standards (CS-S-
01) require that the agency monitor and control communications at its external and internal system 
boundaries and monitor systems to detect unauthorized local, network, and remote connections. In 
addition, the FY 2019 CIO FISMA Metrics highlight the importance of checking outbound communications 
traffic at external boundaries to detect unauthorized exfiltration of information (for example, anomalous 
volumes of data, anomalous traffic patterns, elements of PII, and so on) with a solution that is centrally 
visible at the enterprise level.34 

Bureau officials informed us that technical issues have prevented them from deploying their more-
effective data exfiltration protections and monitoring across all areas of their environment. Further, 
Bureau officials stated that they have made a business decision to not block known internet storage sites 
because of the effect on users’ experience in the environment. By ensuring that data exfiltration 
technologies are deployed consistently across its environment, the Bureau will have greater assurance 
that sensitive information is not disclosed to those who do not have a need to know.  

Recommendation 
We recommend that the CIO 

5. Perform a risk assessment to determine 

a. the optimal deployment of the Bureau’s technology for monitoring and controlling data 
exfiltration to all network access points. 

b. appropriate access to internet storage sites.  

Management Response 
The Acting CIO concurs with this recommendation and notes that the Bureau will perform a risk 
assessment to determine the necessary data monitoring and controlling technologies, such as data loss 
prevention solutions, to be deployed across applicable access points to control the flow of traffic to 
restricted systems and internet storage sites. 

                                                      
32 After the conclusion of our fieldwork, the Bureau submitted documentation requesting the closure of our PII inventory 
recommendation. This documentation included an updated PII inventory and standard operating procedure document. We will 
analyze the steps taken by the Bureau to close this recommendation as part of our audit follow-up process. 

33 The detailed results of our follow-up work in this area will be transmitted to the Bureau under a separate, restricted cover due 
to the sensitive nature of the information. 

34 U.S. Department of Homeland Security, FY 2019 CIO FISMA Metrics, Version 1, December 2018. 
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OIG Comment 
We believe that the actions described by the Bureau are responsive to our recommendation. We plan to 
follow up on the Bureau’s actions to ensure that the recommendation is fully addressed.   

Security Training 
FISMA requires agencies to develop an information security program that provides security awareness 
training to personnel, including contractors, who support the operations and assets of the organization, 
as well as role-based training for individuals with significant information security responsibilities. NIST 
Special Publication 800-50, Building an Information Technology Security Awareness and Training Program 
(SP 800-50), notes that, in general, people are one of the weakest links in attempting to secure agency 
systems and networks. As such, a robust, enterprisewide security awareness and training program is 
paramount to ensure that people understand their IT security responsibilities, organizational policies, and 
how to properly use and protect the IT resources entrusted to them.  

A key component of an enterprisewide security training program is the assurance that individuals with 
significant security responsibilities have the required knowledge, skills, and abilities to perform their roles 
within the organization. The Federal Cybersecurity Workforce Assessment Act of 2015 requires federal 
agencies to conduct and report to Congress a baseline assessment of their existing workforce.35 To assist 
in implementing these requirements, NIST published the National Initiative for Cybersecurity Education 
Cybersecurity Workforce Framework (NICE Framework) in August 2017. The framework provides a 
resource to support a workforce capable of meeting an organization’s cybersecurity needs, providing 
guidance for leaders to better understand, inventory, and track strengths and gaps in their cybersecurity 
workforce’s knowledge, skills, and abilities. Further, the framework organizes individuals with security 
responsibilities into seven general categories: analyze, collect and operate, investigate, operate and 
maintain, oversee and govern, protect and defend, and securely provision. These general categories are 
then associated with specialty areas. Both general categories and specialty areas are used to identify 
work roles that can be used to tailor training needs for staff, depending on which functions they perform. 
In addition, NIST guidance identifies that agencies could use a needs assessment to determine their 
awareness and training needs. NIST SP 800-50 states that a needs assessment can provide justification for 
management to allocate adequate resources to meet identified awareness and training needs. 

In accordance with FISMA requirements, the Bureau’s Cybersecurity Awareness and Training Process 
document (CS-P-02) states that all employees and contractors with access to agency information systems 
must receive security awareness training before being permitted access to the Bureau network and each 
year thereafter. The policy also requires that role-based training be provided for individuals with 
significant security responsibilities and that records of awareness and role-based training be maintained. 

                                                      
35 Federal Cybersecurity Workforce Assessment Act of 2015, Title III of Pub. L. No. 114-113, 129 Stat. 2242, 2975 (2015) (codified 
at 5 U.S.C. § 301 note). 
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Once the Bureau has identified its HVAs, it will need to determine what additional security controls and 
activities need to be implemented for these systems, including for ISCM. For example, guidance from the 
Federal CIO Council notes that agencies must implement increased monitoring and analysis of relevant 
audit logs for all HVAs while maintaining full asset visibility and control. Because our report includes a 
recommendation for the Bureau to establish an overall HVA program to include specific control 
considerations for HVAs, we are not making a separate recommendation in this area. We will continue to 
monitor the Bureau’s efforts to determine control requirements for its HVAs, including for ISCM, as part 
of our future FISMA reviews. 

Second, the Bureau is integrating its ISCM strategy and supporting processes with its ERM program. As 
noted earlier, the Bureau has not implemented all components of its ERM program, including defining its 
risk appetite statement and tolerance levels. We believe that as the Bureau continues to mature its ERM 
program, updates will be needed to the agency’s ISCM program to ensure alignment, particularly with 
respect to monitoring frequencies and metrics. For example, SP 800-137 notes that an organization’s 
ISCM strategy is developed and implemented to support risk management, in accordance with 
organizational risk tolerance. Further, SP 800-137 states that metrics are designed and ISCM frequencies 
are determined to ensure that information needed to manage risk within organizational tolerances is 
available. Because the Bureau is implementing its ERM program, we are not making a specific 
recommendation in this area at this time. We will continue to monitor the Bureau’s efforts to update its 
ISCM program to better align with ERM activities as part of our future FISMA reviews. 

Finally, the Bureau could mature its ISCM program by using the tools and capabilities offered by the CDM 
program, where appropriate. Bureau officials stated that they are still working with DHS to integrate their 
ISCM tools with those offered under the CDM program. Bureau officials further stated that network 
connections will be established to initiate data feeds between the two agencies. Because the Bureau is 
relying on the milestones established by DHS for CDM implementation for small agencies, we will not 
make a recommendation in this area at this time. However, we will continue to monitor the Bureau’s 
progress in implementing the capabilities of the CDM program as part of our future FISMA reviews.  

Respond 
The objective of the respond function in the Cybersecurity Framework is to implement processes to 
contain the impact of detected cybersecurity events. Activities include developing and implementing 
incident response plans and procedures, analyzing security events, and effectively communicating 
incident response activities. Examples of the assessment areas in this security function, as outlined in the 
IG FISMA reporting metrics, that we assessed include the Bureau’s incident detection, analysis, handling, 
and reporting processes.  

Incident Response 
FISMA requires each agency to develop, document, and implement an agencywide information security 
program that includes policies and procedures for incident response. Best practices for incident response 
are detailed in NIST Special Publication 800-61, Revision 2, Computer Security Incident Handling Guide, 
which notes that an incident response process consists of four main phases: preparation; detection and 
analysis; containment, eradication, and recovery; and postincident activity (table 5). It further notes that 
establishing an incident response capability should include creating an incident response policy and plan; 
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effectiveness of incident response processes and has created plans to further mature capabilities in this 
area.  

Opportunities for Improvement 
While the Bureau’s incident response program is operating at a level-4 (managed and measurable) 
maturity, we identified opportunities to improve the program by ensuring the accuracy and consistency 
of cybersecurity and privacy event information captured in incident tickets. The Bureau uses tickets as the 
primary vehicle for documenting the characteristics of cybersecurity and privacy events and for ensuring 
that such events are routed to appropriate individuals for action, including the determination of whether 
events constitute an incident. Cybersecurity events can be generated from a number of sources, such as 
monitors and host-based sensors placed on the Bureau’s network; internal and external logs; and 
reporting of suspicious activity, such as emails, by end users. Specifically, we found that internal 
categorization37 of cybersecurity and privacy events was not accurately or consistently performed in 
incident tickets. Further, for privacy events, we identified multiple instances where the date closed field 
was left blank in incident tickets. Because of the sensitive nature of this information, the details of these 
issues will be transmitted to the Bureau under a separate, restricted cover.  

Bureau officials noted that they employ a peer review process for cybersecurity incident tickets that 
should have flagged the issues we identified. Additionally, Bureau officials stated that for privacy incident 
tickets, personnel turnover in early 2019 contributed to the completeness issues we identified. The 
Bureau’s Information Security Standards (CS-01) requires that information system security incidents be 
tracked and documented and that metrics be used for measuring the incident response capability within 
the organization. Ensuring the accuracy of information captured in security and privacy incident tickets 
could provide the Bureau with additional assurance that such incidents are effectively investigated and 
reported. In addition, the Bureau will have more accurate and comprehensive information for its incident 
response metrics and trend analyses.  

Recommendation 
We recommend that the CIO and the Chief Data Officer 

6. Ensure that data captured in security and privacy incident processes and tickets are accurate, 
consistent, and of high quality. 

Management Response 
The Acting CIO concurs with this recommendation. The Acting CIO notes that the Bureau plans to make 
improvements in its privacy event and incident ticketing practices by performing a review of internal 
categorization practices to improve data quality and ensure enhanced risk mitigation ability. The Acting 
CIO further notes that the agency is monitoring data quality metrics and plans to make improvements to 
those metrics to minimize the likelihood of data quality issues occurring in the future. 

                                                      
37 The Bureau’s Computer Security Incident Response Team (CSIRT) Standard Operating Procedures notes that event categories 
can include denial of service, misuse, lost device, PII spillage, and suspicious email. 
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OIG Comment 
We believe that the actions described by the Bureau are responsive to our recommendation. We plan to 
follow up on the Bureau’s actions to ensure that the recommendation is fully addressed.   

Recover 
The objective of the recover function in the Cybersecurity Framework is to ensure that organizations 
maintain resilience by implementing appropriate activities to restore capabilities or infrastructure 
services that were impaired by a cybersecurity event. The Cybersecurity Framework outlines contingency 
planning processes that support timely recovery to normal operations and reduce the impact of a 
cybersecurity event. The IG FISMA reporting metrics focus on evaluating agency contingency planning 
processes. Examples of the assessment areas in this security function that we assessed include the 
Bureau’s processes for conducting business impact analysis (BIA), developing and testing information 
system contingency plans, and managing contingency planning considerations related to the agency’s 
information and communications technology (ICT) supply chain. 

Contingency Planning 
FISMA requires agencies to develop, document, and implement plans and procedures to ensure 
continuity of operations for information systems that support the operations and assets of the 
organization. Information system contingency planning refers to a coordinated strategy involving plans, 
procedures, and technical measures that enable the recovery of information systems, operations, and 
data after a disruption. NIST Special Publication 800-34, Revision 1, Contingency Planning Guide for 
Federal Information Systems (SP 800-34), provides best practices for information system contingency 
planning.  

SP 800-34 notes that conducting a BIA is a key component of the information system contingency 
planning process and enables an organization to characterize system components, supported mission and 
business processes, and interdependencies. NIST SP 800-34 further states that continuity of operations 
functions are subject to a process-focused BIA, while federal information systems are subject to a system-
focused BIA. A system-level BIA consists of three main components and can leverage the information 
contained in the process-focused BIA: (1) determination of mission and business processes supported by 
the system and associated recovery capability, (2) identification of resource requirements, and 
(3) identification of recovery priorities for system resources. 

Another key component of an effective contingency planning program is the consideration of risk from an 
organization’s ICT supply chain. NIST Special Publication 800-161, Supply Chain Risk Management 
Practices for Federal Information Systems and Organizations (SP 800-161), highlights ICT supply chain 
concerns associated with contingency planning, including alternative suppliers of system components and 
services, denial-of-service attacks to the supply chain, and alternate delivery routes for critical system 
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conducting system-level BIAs, the Bureau will be able to identify critical services within each system and 
adjust contingency planning priorities and resources, as appropriate.  

We also found that the Bureau has opportunities to mature its contingency planning program through the 
consideration and management of ICT supply chain risks. SP 800-161 notes that many techniques used 
for contingency planning, such as alternative processing sites, have their own ICT supply chains and risks. 
Organizations should ensure that they understand and manage ICT supply chain risks and dependencies 
related to the contingency planning activities, as necessary. While we recognize that SP 800-161 applies 
to high-risk systems, with the additional governmentwide focus on supply chain risk management, we 
believe that the Bureau should determine the applicability of ICT supply chain risks to its environment. As 
the Federal Acquisition Security Council works to develop additional criteria regarding the supply chain 
security risks to the federal government, the Bureau has an opportunity to further enhance its 
contingency planning program through the consideration of these risks. While we are not making a 
recommendation in this area at this time, we will continue to monitor the Bureau’s efforts, including its 
response to guidance issued by the Federal Acquisition Security Council, as part of our future FISMA 
reviews. 

Recommendation 
We recommend that the CIO 

7. Ensure that system-level BIAs are conducted, as appropriate, and that the results are 
incorporated into contingency planning strategies and processes. 

Management Response 
The Acting CIO concurs with this recommendation. The Acting CIO notes that the Bureau will continue to 
mature its contingency management program to encompass system-level BIA, as appropriate. The Acting 
CIO further notes that this effort will take into consideration additional contingency planning processes, 
such as determination of system criticality, outage impacts, estimated downtime, resource requirements, 
and recovery priorities. 

OIG Comment 
We believe that the actions described by the Bureau are responsive to our recommendation. We plan to 
follow up on the Bureau’s actions to ensure that the recommendation is fully addressed.  
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Status of Prior Years’ Recommendations 

As part of our 2019 FISMA audit, we reviewed the actions taken by the Bureau to address the outstanding 
recommendations from our prior years’ FISMA reviews. Below is a summary of the status of the 
10 recommendations that were open at the start of our 2019 FISMA audit (table 6). Based on corrective 
actions taken by the Bureau, we are closing 3 prior recommendations related to data protection and 
privacy, incident response, and contingency planning. The remaining 7 recommendations related to risk 
management, configuration management, and identity and access management will remain open. We will 
update the status of these recommendations in our upcoming semiannual report to Congress and 
continue to monitor the Bureau’s progress in addressing our open recommendations as a part of our 
future FISMA reviews. 

Table 6. Status of Prior Years’ Recommendations 

Recommendation Status  Disposition 

Risk management 

In our 2016 FISMA audit report, we 
recommended that the CIO, in conjunction 
with the Chief Operating Officer, evaluate 
options and develop an agencywide insider 
threat program to include (1) a strategy to raise 
organizational awareness, (2) an optimal 
organizational structure, and (3) integration of 
incident response capabilities, such as ongoing 
activities around data loss prevention. 

Open The Bureau has developed a 
communications plan to raise 
organizational awareness about insider 
threats. The plan defines organization 
structures and outlines the current 
capabilities that support the insider 
threat program from a people, 
processes, and technology perspective. 
However, the Bureau has not fully 
implemented its data loss prevention 
tool. 

In our 2017 FISMA audit report, we 
recommended that the Chief Risk Officer 
continue to work with divisions across the 
Bureau to ensure that a risk appetite statement 
and associated risk tolerance levels are defined 
and used to develop and maintain an 
agencywide risk profile. 

Open Although the Bureau has made progress 
in establishing its ERM program, it has 
not yet finalized its risk appetite 
statement or risk tolerance levels. 
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Recommendation Status Disposition 

Configuration management 

In our 2014 FISMA audit report, we 
recommended that the CIO strengthen the 
Bureau’s vulnerability management practices 
by implementing an automated solution and 
process to periodically assess and manage 
database and application-level security 
configurations. 

Open The Bureau has implemented an 
automated solution for assessing 
application-level security configurations 
for web applications but has not done so 
for assessing and managing database 
security configurations. 

In our 2018 FISMA audit report, we 
recommended that the CIO strengthen 
configuration management processes by 
(1) remediating configuration-related 
vulnerabilities in a timely manner and 
(2) ensuring that optimal resources are 
allocated to perform vulnerability remediation 
activities. 

Open The Bureau still has numerous critical 
and high-risk vulnerabilities that were 
not remediated in a timely manner. 
Further, our operating system–level 
scanning identified a number of critical 
and high-risk vulnerabilities that had 
also been identified by the Bureau’s 
internal vulnerability scans months 
earlier. 

In our 2018 FISMA audit report, we 
recommended that the CIO develop and 
implement a process to ensure the timely 
application of patches and security updates for 
Bureau-issued mobile phones. 

Open Bureau officials informed us that they 
are updating policy and implementing a 
tool to enforce the application of 
current patches for mobile phones. 

Identity and access management 

In our 2017 FISMA audit report, we 
recommended that the CIO develop and 
implement a tiered approach for implementing 
multifactor authentication that considers 
system risk levels and user roles and uses 
lessons learned to inform broader adoption. 

 

Open 

 

 

 

 
 

The Bureau implemented several 
technical solutions that in totality did 
not completely meet NIST level of 
assurance 4 multifactor authentication.  

In our 2018 FISMA audit report, we 
recommend that the CIO determine whether 
established processes and procedures for 
management of user-access agreements and 
rules-of-behavior forms for privileged users are 
effective and adequately resourced and make 
changes as needed. 

Open The Bureau is not consistently following 
its policies and procedures to ensure 
that access agreements and associated 
rules of behavior are completed prior to 
access being granted to systems. 
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Recommendation Status Disposition 

Data protection and privacy   

In our 2018 FISMA audit report, we 
recommended that the CIO ensure that the 
Bureau’s existing ISCM approach is 
implemented for an internal collaboration tool 
to appropriately restrict and monitor access. 

Closed The Bureau has taken actions to 
strengthen the security of its internal 
collaboration tool, including using 
continuous monitoring processes to 
restrict access and monitor logs.  

Incident response 

In our 2017 FISMA audit report, we 
recommended that the CIO ensure applicable 
alerts and logs from applications residing in the 
Bureau’s new cloud computing environment 
are uploaded to the agency’s central 
automated solution, which is used to detect 
and analyze incidents. 

Closed The Bureau has ensured that logs from 
its cloud computing environment are 
uploaded to its central automated 
solution.  

Contingency planning 

In our 2016 FISMA audit report, we 
recommended that the CIO strengthen the 
Bureau’s contingency program by performing 
an agencywide BIA and updating the agency’s 
continuity of operations plan and IT 
contingency plan to reflect the results of the 
BIA and the current operating environment of 
the Bureau. 

Closed The Bureau conducted an 
organizational-level BIA and updated its 
strategy and planning documentation 
accordingly. 

 

 
  

HFSC_CFPB_042220_000056



   

2019-IT-C-015 43 of 51 

Appendix A: Scope and Methodology 

Our specific audit objectives, based on FISMA requirements, were to evaluate the effectiveness of the 
Bureau’s (1) security controls and techniques for select information systems and (2) information security 
policies, procedures, and practices. To accomplish our objectives, we reviewed the effectiveness of the 
Bureau’s information security program across the five function areas outlined in DHS’s IG FISMA reporting 
metrics: identify, protect, detect, respond, and recover. These five function areas consist of eight security 
domains: risk management, configuration management, identity and access management, data 
protection and privacy, security training, ISCM, incident response, and contingency planning.  

To assess the Bureau’s information security program, we interviewed Bureau management and staff; 
analyzed security policies, procedures, and documentation; performed vulnerability scanning at the 
network, operating system, and database levels for select systems;41 and observed and tested specific 
security processes and controls. We used commercially available software to perform data analytics to 
support our effectiveness conclusions for specific metrics in multiple security domains. The data we 
analyzed were related to three of the Bureau’s cloud-based systems.  

To rate the maturity of the Bureau’s information security program and functional areas, we used the 
scoring methodology defined in DHS’s IG FISMA reporting metrics. The maturity ratings are determined 
by a simple majority, where the most frequent level (that is, the mode) across the metrics serves as the 
overall rating.  

We performed our fieldwork from May 2019 to September 2019. We conducted this audit in accordance 
with generally accepted government auditing standards. Those standards require that we plan and 
perform the audit to obtain sufficient, appropriate evidence to provide a reasonable basis for our findings 
and conclusions based on our audit objectives. We believe that the evidence we obtained provides a 
reasonable basis for our findings and conclusions based on our audit objectives. 

  

                                                      
41 The detailed results of our technical testing will be transmitted to the Bureau under a separate, restricted cover due to the 
sensitive nature of the information. 
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Appendix B: Management Response 
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Abbreviations 

ATO  authorization to operate 

BIA  business impact analysis 

Bureau  Bureau of Consumer Financial Protection 

CDM  Continuous Diagnostics and Mitigation 

CIO  Chief Information Officer 

DHS  U.S. Department of Homeland Security 

ERM  enterprise risk management 

FedRAMP  Federal Risk and Authorization Management Program 

FISMA  Federal Information Security Modernization Act of 2014 

HVA  high-value asset 

ICAM  identity, credential, and access management 

ICT  information and communications technology 

IG  Inspector General 

ISCM  information security continuous monitoring 

IT  information technology 

NICE Framework  National Initiative for Cybersecurity Education Cybersecurity Workforce Framework 

NIST  National Institute of Standards and Technology 

OIG  Office of Inspector General 

OMB  Office of Management and Budget 

OPM  Office of Personnel Management 

PII  personally identifiable information 

PIV  personal identity verification 

SA&A  security assessment and authorization 

SECURE 
Technology Act 

Strengthening and Enhancing Cyber-capabilities by Utilizing Risk Exposure Technology 
Act of 2018 

SP 800-34  Special Publication 800-34, Revision 1, Contingency Planning Guide for Federal 
Information Systems  

SP 800-39 Special Publication 800-39, Managing Information Security Risk: Organization, 
Mission, and Information System View 

SP 800-50 Special Publication 800-50, Building an Information Technology Security Awareness 
and Training Program 
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SP 800-53 Special Publication 800-53, Revision 4, Security and Privacy Controls for Federal 
Information Systems and Organizations 

SP 800-122 Special Publication 800-122, Guide to Protecting the Confidentiality of Personally 
Identifiable Information 

SP 800-137 Special Publication 800-137, Information Security Continuous Monitoring for Federal 
Information Systems and Organizations 

SP 800-161 Special Publication 800-161, Supply Chain Risk Management Practices for Federal 
Information Systems and Organizations 
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